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Introduction 

After more than four years of negotiations, the General Data Protection Regulation 
(GDPR) entered into force on 24 May 2016 and has been applicable since 25 May 
2018. According to Art. 97(1) GDPR, the European Commission is obliged to submit 
and publish a written report on the evaluation and review of the Regulation to the 
European Parliament and the Council by 25 May 2020 and every four years thereafter. 
According to Art. 97(4) GDPR, the Commission must take into account the positions 
and findings of the European Parliament, the Council and other relevant bodies and 
sources. According to Art. 97(5) GDPR, the Commission must, if necessary, submit 
appropriate proposals to amend the Regulation and, in particular, take into account 
"developments in information technology and … the state of progress in the infor-
mation society". 

This policy paper takes the upcoming evaluation as an opportunity to point out possible 
improvements to the Regulation and to make concrete suggestions. The paper empha-
sises that the Regulation has brought about many positive innovations for data sub-
jects: for example, the extension of the scope of European data protection law through 
the principles of market place and observation, data protection by design and by de-
fault, strengthening the rights of data subjects, the right to data portability and the 
extended possibilities for sanctions. Nevertheless, it should not be overlooked that the 
Regulation – due to shortcomings in its conception and wording – has not only created 
new deficits but has also failed to eliminate existing deficits. Above all, due to its high 
degree of abstraction, it is not suitable for addressing the specific challenges of modern 
and future information technologies. The deficits mentioned are of both operational 
and conceptual nature and are addressed accordingly below. 

This policy paper aims to contribute to the discussion on how to improve the General 
Data Protection Regulation. It is limited to selected aspects that should be given priority 
in the upcoming evaluation. 
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Operational shortcomings 

Significant improvements in the protection of data subjects are possible by addressing 
six main problem areas, which need to be revised and clarified. These are presented 
below and specific suggestions for improvement are made. 

The relationship between consent and the other grounds for 
lawful processing 

The relationship between consent and the other grounds for lawful processing is un-
clear due to the Regulation’s wording. In this regard, by using the term "at least", Art. 
6(1)(1) GDPR creates the impression that several legitimate grounds for processing can 
be applied side by side. The wording in Art. 17(1)(b) GDPR could also be understood in 
the same way with regard to consent under Art. 6(1)(a) GDPR since, according to this 
provision, a revocation of consent only gives rise to a claim to data deletion if there is 
"no other legal basis for the processing". According to this interpretation, the control-
ler could, for example, invoke a balancing of interests under Art. 6(1)(1)(f) GDPR if the 
data subject has revoked his or her consent to data processing and thus “retreat” from 
one ground to another. 

On the one hand, the General Data Protection Regulation combines different infor-
mation obligations with different types of authorisation. The controller must specifically 
refer to and inform a data subject as to the legitimate ground relied on. If the control-
ler relies on a balancing of interests, he or she must inform the data subject prior to 
data processing about the underlying legitimate interests and their predominance, as 
well as about the possibility of objection under Art. 21 GDPR. If the controller wishes to 
rely on the data subject’s consent, he or she must inform the data subject, before con-
sent is given, about the possibility, and legal consequences, of revoking consent – 
namely that further data processing is not permitted after a revocation. However, if the 
controller were then to rely on a balance of interests, he or she could take the view 
that the revocation would be formally ineffective and refuse to interpret it as an objec-
tion under Art. 21 GDPR. This could also lead to the data controller providing the data 
subject with contradictory information, as part of the duty to inform the data subject 
before the start of data processing about all possible permissible facts. In addition, the 
data controller would have the option of initially keeping several possible permissions 
open and only deciding on a particular permission later on – for example, if the permis-
sion is revoked or contradicted. 

This also affects the right to data portability under Art. 20 GDPR. Data portability was 
celebrated as an innovation of the Regulation, but only applies to personal data pro-
cessed based on consent pursuant to Art. 6(1)(1)(a) or Art. 9(2)(a) GDPR or on the basis 
of a contract pursuant to Art. 6(1)(1)(b) GDPR. The wording of the provision is clear 
and conclusive here, so that, for example, personal data processed based on legitimate 
interests pursuant to Art. 6(1)(1)(f) GDPR are not covered from the outset. From the 
data subject’s perspective, whether this right is held or not may be of importance to 
the data subject when giving consent. However, if controllers can subsequently switch 
to legitimating data processing on a balancing of interests, they deprive the data sub-
ject of his or her right to data portability. 

By subsequently changing the ground for processing, the controller would be violating 
the principle of fairness under Art. 5(1)(a) GDPR. The principle covers the manner in 
which rights are exercised between the controller and the data subject. This must be 
"fair" and must not unduly disadvantage any of the parties involved. Fair data pro-
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cessing must therefore at least include that the data subject can be certain that exercis-
ing his or her rights will also have the expected legal consequences, i.e. that consent 
will establish the right to data portability and that the revocation of consent will actual-
ly render future data processing inadmissible. Otherwise, the controller could act under 
the pretext that the data subject has decision-making power, only to bypass this power 
later. 

In view of these contradictions, the Regulation should make it clear that the controller 
cannot invoke another ground for processing in addition to consent. If a controller 
requests consent from the data subject, then the controller must also comply with the 
rules on consent. In particular, the controller must then accept a revocation of consent 
and may not, despite revocation, continue data processing with reference to another 
ground for processing; in addition, the controller must allow the data subject to receive 
and transmit his or her personal data. 

Avoidance of personal data 

The principle of data avoidance is one of the general data protection principles. Before 
the reform of the data protection law, it was legally anchored in German data protec-
tion law. It is an effective way of guaranteeing the rights of the data subject and 
should therefore be implemented in European law as well. The principle demanded 
that the avoidance of personal data be taken into account when determining the pur-
pose, i.e. that the controller is obliged to select a specific purpose in such a way that as 
little personal data as possible is required for processing. However, the General Data 
Protection Regulation regulates the principle of data minimisation in Art. 5(1)(c) GDPR. 
At first glance, this appears to be synonymous, but on closer inspection, this is not the 
case. Data minimisation stipulates that data may only be processed to the extent that it 
is necessary as a means to achieve the purpose of the processing in question. However, 
dissimilar to the aim of data avoidance, the controller is free to choose the (legitimate) 
processing purpose and to design these in such a way that all the personal data they 
want to collect are also deemed necessary. This chosen purpose is limited by the Gen-
eral Data Protection Regulation only by the generally formulated data protection prin-
ciple of fair processing pursuant to Art. 5(1)(a) GDPR. Since the extent to which this 
principle influences the choice of purpose by the controller remains open, the current 
wording could mean that the controller can process disproportionately more personal 
data as long as they adjust the purpose accordingly. Whether the requirement of data 
avoidance can be read into recital 78 sentence 3 GDPR – which clarifies that Art. 25 
GDPR requires that the processing of personal data be minimised – remains an open 
question. This is the case as, in case of doubt, this collides with the codified principle of 
data minimisation in Art. 5(1)(c) GDPR. For this reason, it would be desirable, for the 
effective protection of fundamental rights, if data avoidance were to be embedded in 
law within the Regulation. The best way to do this would be by clarifying the data pro-
tection principles, specifically in Art. 5(1)(c) GDPR, in which case sanctions could also be 
imposed for infringements. 

Automated individual decision-making 

The General Data Protection Regulation contains rules for automated individual deci-
sion-making. These, however, in their current form, unduly disadvantage data subjects. 
Art. 22(1) GDPR provides for the "right not to be subject to a decision based solely on 
automated processing including profiling, which produces legal effects concerning him 
or her or similarly significantly affects him or her". In principle, this clause is to be in-
terpreted as a prohibition of automated decisions in individual cases. Art. 22(2) GDPR 
provides for exceptions to this prohibition if the automated individual decision-making 
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is necessary for the conclusion of a contract, if it is permissible under the laws of a 
Member State or if it is based on the data subject’s explicit consent. An automated 
individual decision exists if there has been no human intervention in making a decision. 
This is the case, for example, if the allocation of seats in an aircraft is exclusively auto-
mated, or if an automatically derived score-value is decisive for whether a contract 
should be concluded or not. 

Automated decision-making processes can take into account and process far more 
information than humans are able to. While they promise better, faster, fairer and 
more cost-effective results, these procedures also have a high potential for discrimina-
tion against data subjects. For example, automated individual decision-making can lead 
to the rejection of a desired contract or to a higher interest rate being offered than 
would be the case with optimal creditworthiness. A high potential for discrimination is 
also expected in the modern world of work. This is particularly the case if automated 
individual decision-making procedures are used to "sift out" applications according to 
certain keywords. 

It is problematic that the scope of the prohibition of automated individual decision-
making is so narrowly formulated and can thus easily be interpreted and applied to the 
detriment of the person concerned. On the one hand, Art. 22(1) GDPR only covers the 
decision itself, not the preceding automated processing and thus also not the decision 
based on automated processing. The provision therefore does not apply if a human 
takes the final decision. For this reason, the provision is often understood by data pro-
cessors as not covering cases in which a formal decision is made by a human being 
downstream, but this human being does not have the practical possibility or sufficient 
expertise to deviate from the results of the automated individual decision-making. In 
order to counter this deficit and to make the restrictions on the prohibition of auto-
mated decisions in individual cases less disadvantageous for the person concerned, the 
word "solely" in Art. 22(1) GDPR should be deleted. This would mean that the prohibi-
tion would also apply to automated decisions in which a human makes the final deci-
sion without being able to influence the content of the decision. 

Another restrictive factor is that the law under Art. 22(1) GDPR should only apply if the 
decision has either legal effects or significantly affects the persons concerned in a simi-
lar way. According to recital 71 GDPR, these criteria should include the automatic rejec-
tion of an online credit application or automated e-recruiting practices without any 
human intervention. Art. 22(1) GDPR should therefore not apply to algorithm-
controlled direct advertising or the restriction of payment options in e-commerce, inso-
far as this is automated. To remedy this situation, it should be made sufficient for the 
right not to be subject to a decision based on automated processing if the processing is 
likely to significantly affect the data subject in any way. 

On the other hand, the prohibition of automated decisions in individual cases does not 
apply if, pursuant to Art. 22(2)(a) GDPR, the automated decision is necessary for the 
conclusion or performance of a contract between the data subject and the controller. 
This exception to the prohibition of automated individual decision-making enables 
controllers and processors to automate a large part of their decision-making processes 
at their own discretion. It is questionable why this exception should not apply if the 
data controller decides that automated decisions by third parties may serve as a basis 
for their own decisions. This is the case, for example, if a credit assessment is obtained 
from a third party, which then forms the basis for a decision as to whether a loan 
should be granted or not. This provision in Art. 22(2)(a) GDPR unilaterally favours the 
interests of the controller. In order to eliminate this asymmetry, this provision in Art. 
22(2)(a) GDPR should be deleted. In this respect, a balance between the interests of the 
data controller and those of the data subjects could be achieved via the provision, in 
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Art. 22(2)(c) GDPR, that an exception to the prohibition of automated decisions applies 
in individual cases, only if the data subject has consented to this form of data pro-
cessing. 

Profiling 

A major shortcoming of the General Data Protection Regulation is that, although it 
mentions profiling selectively, it does not sufficiently regulate its specific risks. Under 
Art. 21(1) and (2) GDPR, an objection may be lodged against profiling if it serves to 
protect legitimate interests, in particular direct marketing. Profiling is also prohibited 
under Art. 22(1) GDPR if it serves as the basis for a solely automated decision – unless 
one of the exceptions in Art. 22(2) GDPR allows this. All other forms and reasons for 
profiling remain unregulated in the General Data Protection Regulation. 

Profiling is defined in Art. 4(5) GDPR as "any form of automated processing of personal 
data consisting of the use of personal data to evaluate certain personal aspects relating 
to a natural person, in particular to analyse or predict aspects concerning that natural 
person's performance at work, economic situation, health, personal preferences, inter-
ests, reliability, behaviour, location or movements”. 

One use of profiling is the evaluation of online usage behaviour. Based on past search 
queries, search results can be sorted or the evaluation of past purchases can be used 
for predictive behavioural targeting, product recommendations, pricing or special of-
fers. This means that anyone who uses online services will only see the search results or 
advertisements that are presumed to be of interest to that person. 

However, profiling poses risks to the rights of data subjects that go beyond the normal 
processing of personal data. For example, price discrimination on the Internet may 
occur as a result of automated individual decision-making based on a profile, if, for 
example, customers whose profile (income, interests, preferences) implies a higher 
willingness to pay are charged a higher price than would be the case without such a 
profile. 

In order to address the specific risks that profiling generates for the fundamental rights 
of data subjects, risk-appropriate regulation is necessary. The General Data Protection 
Regulation could explicitly clarify the purposes for which profiling is allowed, and those 
for which it is not. Similarly to the provision in Art. 9 GDPR for special categories of 
personal data, the Regulation could stipulate that profiling is, in principle, not permit-
ted and expressly outline the exceptional cases for which the general prohibition does 
not apply. 

Information requirements 

Art. 13 and 14 GDPR contain the central information obligations of the controller vis-à-
vis the data subject. In comparison to the previous equivalent provisions in the Data 
Protection Directive, the information obligations in the GDPR have been extended in 
content. They are, however, in some cases, described in a very abstract manner. The 
data subject must be provided with all relevant information, including the name and 
contact details of the controller and the purposes of the processing. A distinction is 
made according to whether personal data are collected from the data subject or from a 
third party. 

If the personal data is collected from the data subject, the information pursuant to Art. 
13(1) and (2) GDPR must be provided immediately at the time of collection. In practice, 
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this is often understood to mean that when a contract is concluded or when the data 
subject is first contacted, all conceivable eventualities of future data processing must be 
described in comprehensive data protection declarations or general terms and condi-
tions. This is often done long before the data is actually collected and before the data 
subject decides whether or not he or she agrees to the data processing. As a result, the 
data subject will not remember the comprehensive content of the information provided 
– which may have been provided years in advance – when their data is (at some point) 
actually collected. The practice is thus not in line with the objective of the General Data 
Protection Regulation to inform the data subject in such a way that he or she can exer-
cise his or her informational self-determination in the best possible way, and thus with 
the requirement of Art. 13(1) GDPR to inform data subjects at the time of collection. 

To ensure that the purpose of the duty to inform is not nullified, additions to the word-
ing of Art. 13(1) and (2) GDPR are necessary to clarify that the information should be 
provided in a manner appropriate to the situation, namely immediately before the con-
crete data collection and the potential decision of the data subject. Art. 13 and 14 
GDPR differ in content with regard to the time of information and the scope of the 
exceptions of the duty to inform. A collection of data from third parties deprives the 
data subject of the opportunity to obtain information about the data processing and to 
influence this processing if the controller does not specifically name the sources of the 
data, and does not make these transparent from the outset. To remedy this shortcom-
ing, Art. 14 GDPR should make the provision of this information mandatory.   

Right to data portability 

The right to data portability is a prominent novelty of the new data protection law. It 
gives the data subject the right to transmit, or have transmitted, data that he or she 
has provided to the controller to another controller. This provision, which is aimed par-
ticularly at social networks, is intended to reduce so-called lock-in effects and increase 
competition between providers. 

The article’s title is misleading. Instead of "data portability" it should be called “data 
transmission”, since it encompasses the right to have personal data transmitted and is 
not intended to establish only the theoretical possibility of the transmission, which is 
indeed suggested by the wording used (the ability of data portage). The benefit of this 
right for consumers is limited by three problems caused by the text of the Regulation. 

First of all, the term "provided" in Art. 20(1) GDPR is not clear enough and is interpret-
ed in different ways in practice. In order to achieve meaningful results, the term should 
be replaced, for example, by "prompted" or "caused". To date, the scope of what is 
considered "provided" within the meaning of the provision is controversial and is re-
stricted by the controllers to the detriment of the persons concerned. In order to effec-
tively guarantee the right to data transmission, the right should include both data pro-
vided by the data subject – in the sense of active input – as well as all data generated 
by the use of the system or device, such as a search history, playlists, traffic and loca-
tion data, fitness data, but also data of third parties which the data subject may lawful-
ly have at his or her disposal, such as a chat history. Ultimately, the aim is to demarcate 
spheres of influence between the data controller and the data subject and to appreci-
ate the data subject’s contribution in the creation of the data. The data subject's power 
of disposal is derived from his or her contribution to the creation of the data. If the 
data subject has caused the data to be created but the controller has contributed little 
to this, for example, by merely providing the infrastructure, the data created should 
also be under the control and use of the data subject. This logic makes it clear that Art. 
20 GDPR must also be extended to raw data caused by the data subject’s conduct. 
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According to Art. 20(1) GDPR, the right to data transmission exists only if the pro-
cessing is based on consent pursuant to Art. 6(1)(1)(a) or Art. 9(2)(a) GDPR or on a 
contract pursuant to Art. 6(1)(1)(b) GDPR. The question as to whether this right still 
exists when consent is revoked or a contract is terminated, is not clarified. Without 
consent or without a contract, the data must be deleted in accordance with Art. 
17(1)(a), (b) or (d) GDPR. Following such a deletion, data transmission would then no 
longer be possible. The provision could be read in the way that data transmission is still 
possible even subsequent to the termination of validity of the legitimation of pro-
cessing, as long as the controller has not yet deleted the data. However, a clarification 
of the text is necessary here. In this regard, it  could further be stipulated that the right 
would need to be asserted within an appropriate time period after a revocation of con-
sent or a termination of a contract. 

Finally, the wording is unclear as to the forms in which the data subject may request 
the data transfer. The provision is characterised by undefined legal terms such as 
"commonly used", "machine-readable" and "structured", which are interpreted in a 
highly inconsistent manner by the controllers, and which lead to inappropriate results 
to the detriment of the data subject. Specific formats are not specified. Recital 68 
GDPR is not helpful either which states that the right of the data subject to transmit or 
receive personal data concerning him or her should not create an obligation for the 
controllers to adopt or maintain processing systems which are technically compatible. 
Interoperability – mentioned only in passing in recital 68 GDPR – would mean that data 
might only be transmitted in a format that allows another controller to process it. This 
is where a legal anchoring would be appropriate. In any case, it would be advanta-
geous if the European Data Protection Board were to lay down specific technical condi-
tions for interoperability.  
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In addition to the practical deficits discussed above, the General Data Protection Regu-
lation has other, sometimes serious, conceptual deficits. These latter deficits are likely 
to result in the General Data Protection Regulation failing to achieve the goals it has set 
for itself, namely to harmonise data protection law throughout the European Union, to 
offer uniform requirements for equal economic conditions in the European Union and 
thus to strengthen the internal market and, finally, to contribute to the modernisation 
of EU data protection law. 

A central problem of the General Data Protection Regulation lies in the large discrepan-
cy between the high complexity of the need for regulation on the one hand, and the 
abstractness of provisions on the other. With only 51 material provisions, the GDPR 
attempts to meet the challenges of data protection law, for which, in some Member 
States, thousands of sector-specific regulations existed prior to the applicability of the 
GDPR. Accordingly, the sometimes highly abstract provisions of the General Data Pro-
tection Regulation create a high degree of legal uncertainty among the addressees. 

The General Data Protection Regulation fails to achieve its objective of harmonising 
data protection law throughout the European Union because, despite its primacy of 
application, it must leave implicit and explicit leeway for Member State rules to do jus-
tice to the complexity of its subject matter. This freedom consequently leads to the fact 
that the provisions of the General Data Protection Regulation are concretised, specified 
or supplemented in different ways in the Member States and are interpreted in accord-
ance with the respective national data protection culture to date (e.g. with regard to 
Art. 6(1)(1)(f) GDPR). Although the supervisory authorities coordinate their legal opin-
ions on a wide range of issues in the European Data Protection Board, this alone does 
not guarantee a uniform interpretation of data protection law, especially as the courts 
in the Member States are not bound by these opinions. Due to the different concretisa-
tions and specifications of the provisions of the General Data Protection Regulation in 
the Member States, the General Data Protection Regulation also fails in its goal to set 
equal economic conditions across the European Union. 

Nor does the General Data Protection Regulation meet the objective of modernising 
data protection. With few exceptions, it fundamentally upholds the concepts elaborat-
ed in the 1995 Data Protection Directive and, for this reason alone, cannot meet the 
current and future challenges posed by information and communication technologies. 

For example, it adheres to data protection principles that largely date from a time even 
before the Directive, when neither PCs nor the Internet existed. However, in times of 
ubiquitous computing, big data, adaptive algorithms and the recording of the world by 
artificial intelligence systems, these principles are coming under massive pressure, 
which casts doubts on their future applicability. For example, the principle of purpose 
limitation is being undermined by smart car, smart home and smart health applications, 
as these applications require the broadest possible databases on user behaviour, inter-
ests and preferences in order to best support the user. The actual goal of purpose limi-
tation, namely to limit data processing to the extent necessary, is thereby thwarted by 
the idea of unnoticed, complex and spontaneous technical support and by the goal of 
gaining new insights by combining and evaluating as much data as possible from a 
wide range of sources. 

In turn, a system design in which private individuals can carry out processing operations 
as part of an infrastructure (e.g. blockchain, mix networks, crowd sensing, peer-to-peer 
communication) is not addressed in the General Data Protection Regulation. In these 
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cases, the limits of responsibility are not clear or could unduly disadvantage the private 
parties involved. Furthermore, an advancement of the General Data Protection Regula-
tion in terms of collective aspects, including rights management, should be considered. 

It should also be possible to hold manufacturers more accountable. This is particularly 
true with regard to the requirement of data protection by design and by default (Art. 
25 GDPR). Currently only the controller is the addressee of the provision and it is in-
cumbent upon the controller to demand that processors, manufacturers and service 
providers implement the principle. In practice, however, this has had little visible effect 
and the good idea of built-in data protection still falls far short of its potential. 

Another example is the requirement for transparency, which is subject to subjective 
and objective limits due to current and future information and communication tech-
nologies. Subjectively, the expected multiplication of data processing in all areas of life 
exceeds, by orders of magnitude, the human attention required to make transparency 
effective. Objectively, high complexity, multiple purposes and adaptive systems set 
narrow limits to the degree of transparency possible. In order to meet current and fu-
ture challenges raised by information and communication technologies, new, comple-
mentary and more precise data protection principles are required. 

The General Data Protection Regulation also misses its modernisation objective due to 
its specific approach to technological neutrality. The approach of technological neutrali-
ty makes sense insofar as it has the effect that legal provisions are formulated in such a 
way that they do not exclude further technical developments. However, the General 
Data Protection Regulation uses this approach in the sense of risk neutrality, i.e. not a 
single legal ground for processing addresses the particular fundamental rights risks 
engendered by modern information technology, such as smart information technology 
in everyday life, big data or cloud computing. The provisions of the General Data Pro-
tection Regulation apply equally to the customer list at the "bakery around the corner" 
and to the data processing operations of major global corporations, which pose much 
graver risks to data subject’ rights. It is precisely this circumstance that threatens to 
cause considerable acceptance problems with regard to the General Data Protection 
Regulation on the part of the European population – and thus scepticism about the 
policies and legislation of the European Union as a whole. Art. 6 of the eCall Regula-
tion (EU) 2015/758, which sets clear data protection requirements for the admissibility 
of automated emergency calls, demonstrates that it is perfectly possible to provide for 
technology-neutral as well as function- and risk-specific data protection regulations in 
Union law. 

The risk-neutral "One Size Fits All" approach pursued by the General Data Protection 
Regulation makes sector-specific concretisations and additions to data protection law 
indispensable in order to be able to react appropriately to the challenges of modern 
information and communication technologies. Various actors can be considered for the 
necessary concretisations and additions: the European Union legislator, who can issue 
sector- or technology-specific European regulations or directives; the Member States, 
who can supplement and concretise the Regulation within the national scope accorded 
by the General Data Protection Regulation; the European Data Protection Board, which 
can publish guidelines and recommendations; the national supervisory authorities, 
which can support all those involved with guidelines, in particular on the correct han-
dling of the innovations of the regulation; and private actors (such as economic associ-
ations or standardisation organisations), which can draw up sector-specific codes of 
conduct.  
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Summary and conclusions 

The General Data Protection Regulation has improved the position of data subjects 
with regard to the processing of personal data. However, it still falls short of its poten-
tial in many areas. As a consequence of its sometimes abstract requirements, its provi-
sions are open to being interpreted in such a way as to restrict data protection. Due to 
the abstract nature of its standards, there is a risk that the addressees of these stand-
ards will use this scope to the detriment of data subjects. For this reason, this policy 
paper makes proposals for constructive further development of the Regulation, which 
can be used in the evaluation of the General Data Protection Regulation in 2020. 

In preparing the proposals, the focus was on data subjects. Strengthening their position 
and reducing power asymmetries between providers and data subjects is in line with 
the intended objective of the General Data Protection Regulation – to place the pro-
cessing of personal data at the service of humankind and to safeguard the rights and 
freedoms of data subjects, while at the same time taking into account the interests of 
data processors. The investigation has shown that even small changes to the wording 
of the standard text of the General Data Protection Regulation could lead to a signifi-
cant improvement in data protection and legal certainty for all stakeholders. 

Where minor changes to the wording of the Regulation are not possible, Member State 
legislators, the European Data Protection Board, national data protection supervisory 
authorities and private actors, in particular, must take action in addition to the Union 
legislator to concretise the undefined requirements of the General Data Protection 
Regulation. 

The task of further developing data protection does not conclude with the upcoming 
evaluation of the General Data Protection Regulation in 2020. The discourse on data 
protection law must not be allowed to stand still in view of the high pace of transfor-
mation and innovation in the field of data processing. The basic principles of data pro-
tection in the European Union have remained largely unchanged since the 1970s. Inno-
vations in information and communication technologies that have already been realised 
since then, or are foreseeable in the future, make it necessary to continually question 
these basic principles and to develop them further. 
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