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Abstract

This article reports the findings of AldPeople, an Atomium—EISMD initia-
tive designed to lay the foundations for a “Good Al Society”. We introduce the core
opportunities and risks of Al for society: present a synthesis of five ethical principles
that should undergird its development and adoption; and offer 20 concrete recom-
mendations—to assess, to develop, to incentivise, and to support good Al—which in
some cases may be undertaken directly by national or supranational policy makers,
while in others may be led by other stakeholders. If adopted, these recommendations
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would serve as a firm foundation for the establishment of a Good Al Socie]

Keywords Artificial intelligence - Al4People - Data governance - Digital ¢
Governance - Ethics of Al

1 Introduction

Al is not another wility that needs (o be regulated once it is mature. It is
ful force, a new form of smart agency, which is already reshaping our
interactions, and our environments. Al4People was set up o help steer this
force towards the good of society, everyone in it, and the environments
This article is the outcome of the collaborative effort by the Al4People

Fairness Reliability & Safety Privacy & Security
Al systems should treat al people fary A1 systems should perform refably and safely A systems should b secure and respect pivacy
b Play video on faimess b Play video on reliabiity B Play video on privacy

uciano floridi@ oii ox.ac.ul " o

luctano floridi@ it ox.ac.uk Inclusiveness Transparency Accountability

Extended author informatien available on the last page of the article Al systems should empower everyone and engage people Al systems should be understandable People should be accountable for Al systems
b Play video on inclusivensss b Play video on transparency b play video on accountabiity
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Microsoft Al principles

We put our responsible Al principles into practice through the Office of Responsible Al (ORA) and the Al,
Ethics, and Effects in Engineering and Research (Aether) Comittee. The Aether Committee advises our
leadership on the challenges and opportunities presented by Al innovations. ORA sets our rules and
‘governance processes, working closely with teams across the company to enable the effort

Learn more about our approach >
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PERSPECTIVE

hitps://doiorg/10.1038/542256-019-0114-4

Principles alone cannot guarantee ethical Al

Brent Mittelstadt®'2

Artiicial intelligence (A1) ethics is now a global topic of discussion in academic and policy circles. At least 84 public-private
| principles, values and other tenets to guide the ethical development,

“ KI-Ethik ist ineffizient S

Prinzipien entbehren
Praktikabilitdt und sind
zu abstrakt

medicine and Al development that suggest a principled

approach for the latter may not enjoy to the former. C to medici lacks (1) com-
mon aims , (2) professional hi (3) proven methods to translate principles into practice, and
@ i diff
around high-level principles that hide d it di
ver the past several years, a plethora of py cthics ittees and medical i for practical ethical
tiatives have arisen globally tul]cﬁncvzhl:s Prm(lplﬁand decision-making'". Principlism proposes four core principles that
frameworks for the ethical devel require speci and balancing in different decision-making

of AT, These Initiatives. can help focus public debate an 4 com-
mon set of issues and principles, and raise awareness among the
public, developers and institutions of the cthical challenges that
accompany AT

To date, at least 84 such Al ethics initiatives have published
reports describing high-level ethical principles, mzs. values or
other abstract requi for A I
Many envision these high-level contributions b:ln.g translated into
mid- or low-level design requirements and technical fixes, gover-
nance frameworks and professional codes'.

Existing initiatives to codify Al ethics are not without their
criics. Many initiatives, pm».-umw thase sponsared by industry,
have bees ignalling intended to delay
regulation and pme-:mpm'!]v focus debage om sbatract problems
and technical solutions'. This view is difficult to dismiss: Al eth-
ics initiatives have thus far largely produced vague, high-level prin-
ciples and val that p ing, but in
practice provide few specific recommendatians® and fail to address
fundamental normative and political tensions embedded in key
cancepts (for example, fairness, privacy). Declarations by Al com-
panies and developers committing themselves to high-level ethical
principles and self-regulatory codes nonetheless provide policy-
makers with a reason not to pursue new regulation .

Comparisons have recently been drawn between Al ethics ini-
iatives and medical ethics. A recent review found that many Al
ethics initiatives have converged on a set of principles that closely
resemble the four classic principles of medical ethics’. This finding
has been subsequently endorsed by the Organisation for Economic
Co-operation and Development” and the European Commissionis
High-Level Expert Group on Artificial Intelligence, which pr
four principles to guide the development of ‘trustworthy’ Al respect
for human autonomy, prevention of harm, fairessand explicability.

This convergence of Al ethics around principles of medical eth-
ics is opportune, as it is historically the mast prominent and well-
studicd approach to spplied cthics. “Principlismi” emerged from
medicine as a theoretical moral framework joining traditional
ethical standards with the requi of i research

contexts”. Whereas principlism in medical ethics provides a com-
mon language to identify and conceptualize ethical challenges
and provides guidance for setting health policy and clinical deci-
sion-making, a principled approach in Al ethics seems intended to
embed normative considerations in technalogy design and gover-
nance. Both approaches address how to embed principles in pro-
fessional practice. Principlism thus provides a helpful backdrop to
assessthe potential for Al ethics to enact real change in the develop-
ment and deployment of AL

Despite the initial credibility lent by the comparison with medi-
cal ethics, there are reasons to be concerned about the future impact
of Al ethics. Important differences exist between medicine (and
ather traditional professions ') and Al development that suggest a
principled approach in the latter may not enjoy success comparable
to the former.

‘This Perspective critically assesses the strategies and recommen-
dations proposed by current Al cthics initiatives. Outputs of exist-
ing Al ethics initiatives were reviewed to determine their proposed
strategy for ing ethics into thy d ge
of AI'. Prior work on the i and impact of |
in medicine is used to critically assess the potential impact uflpnn
cipled approach to AT ethics.

The challenges of a principled approach to Al ethics

Four characteristics of Al development suggest a principled
approach may have limited impact on design and governance.
Compared to medicine, Al development lacks (1) common aims
and fiduciary duties, (2) professional history and norms, (3) proven
methods to translate principles into practice, and (4) robust legal
and professional accountability mechanisms.

Common aimsand fiduciary duties. Medicine is broadly guided by
acommon aim: to promote the health and well-being of the patient'".
It is a defining quality of a profession for its practitioners to be part
of a‘moral community’ with common aims, values and training * .
The pursuit of a common goal facilitates a principled approach to

ethical decisi king'. While there is much disagreement over

‘Oxford Intemet Institute, University of Oxford, Oxford, UK. “The Alan Turing Institute, British Library, London, UK. e-mail: bre
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GEFORDERT VOM

% Bundesministerium
fiir Bildung

und Forschung




on Prinzipien zur Praxis
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OPINION PAPER

Abstract
The debate about the ethical implications of Artificial Intelligence dates from the
1960s (Samuel in Science, 132(3429):741-742, 1960. https://doi.org/10.1126/scien

Beyond the promise: implementing ethical Al

Ray Eieh-porter’ ce.132.3429.741; Wiener in C: : or control and in the ani-
mal and the machine, MIT Press, New York, 1961). However, in recent

©The Aoty 220 bolic Al has been complemented and sometimes replaced by (Deep) Neuf
Abstract works and Machine Learning (ML) techniques. This has vastly increased its |
Al Inllgence and dohave minended bsineses i ot imple- wiility and impact on society, with the consequence that the ethical debate comment
et il Sy, ko AL oo complns oo s nd s mainstream. Such a debate has primarily focused on principles.—the “wha

lack of echnical undersand ity e fcor. To miigate ethics (beneficence, non-maleficence, autonomy. justice and explicabiliv)l  Towards ethical and socio-legal governance in Al
these ks o ! prinipe Homere, il Al the “how.” of the potential issues is increasing

cluding tools principles.
Businesses that implenent sroag governance rameworks, ovrseen by an i board and strengthened with appeopeate
ALW I modelling. for

businesses to bring their Al deployments to scale.

Keywords Al Ethics - Responsible Al - Ethical Al - Al principles - Data governance

Al Ethics in Industry: A Research Framework

and pekka

110, Kai-Kristian
‘Abrahamsson [0000-0002-4360-2226]

1 Introduction Although ethical principles are a necessary precondition
[ - for responsible AL heyare not suffcen. Edhical sandards University of yvaskyla, O Box 35, F-40014 saskyla, Finland
g AL wilh gl ietion o <inpove cnployces sndtht sposie Al s s s, mandatd -
e, ance controls for managing processes and
»nu AT enables companies to engender trust and scale Al creating asociated sudit rails. | alo argue that good gov. Abstra
with ondence Crmancg el basinsses sl thei AL bk and e o, ht potenal e mpacs s bezome vt vough s e word s
‘Around the world,  growing number of organisations  value from their Al applications and services. Following such early and
These purposes of this paper. L e
a P v Albough fo undestanding ihe pracical Implemertaion of A ehics 0 this paper, we discus a research
Edhical Al and Machine | e union led schemes,  related. ramework for
Security. butis
i “The topic of Al thics and governance is a timely one
These and other such iniiatives reflect 3 growing pany, by A ethis, Responsiilty, Accountabilty, Transparency,
s Research ramework.
o for
fore broadly, tical Al is partofa widee responsible bus- ,..mg..,a them (5] Meamuil,research by Accentur sug-
ness agenda, whereby organisations sgly prior- 1 Introduction
ising good governance and arespec o the ocita nd o ALsyses, most e unsure how o, ity percen i Atificial nteligence (A1) and have become in software

wironmental concerns of customers [4] 2 human override of an Al system at least once a month (6],

Challenges, such as these, need to be addressed directly if Al

isto ure's
Applied Intelligence practice, which incorporates a dedi
cated capability for Responsible AL is specifically focused

Ry el Porter
e porter@accenture com

development endeavos, changig the rle of ethics In sotware development. One key diflerence
between conventional software systems and Al systems is that the idea of active users in the context of

On the other hand, users of Al systems

Jmmunity 's ability to take action to mitigate the

Many high-level ethics gmdelmes for Al have been produced n the pas few years |  time to work towards

JOur intention in presenting this research is to contribute tq}
inciples and practices by constructing a typology that nf
developers apply ethics at each stage of the Machine 1f

ine. and o signal to rescarchers where further work is
ively on Machine Learning, but it is hoped that the result

asily applicable to other branches of AL The article out
br creating this typology. the initial findings. and provide:
barch needs.

a1 intelligence - Applied cthics - Data - Digital

in the context values, say Andreas Theodorou and

Viginia Ognam.

Andreas Theodorou and Virginia Dignum

e xample devcloper, manutactorer.

s of Al - Machine learning

ry material The online version of this article (htps./id ..mmmf.

dop
o foiewss : i poncie
3 fo . P’ the Al artefact
D o
p A

b iy o dabity o omtinacd o uch okt vl s can
r iy iy

i . some kind of responsibity for their

Al ethics

s supplementary material, which is available 0 authorized us

Fllogg ox ac.uk
hation available on the last page of the article

s coeghto  Crtique o igheve ticspideines

We need o move on from the high-level
statements that Al ethics guidelnes have
produced.

design pracices. Well-dsigned regultions  chaim ‘satonomy’ and pass
8ot imina innovsion et tead 1ot machine For imple, s e
of Air

P

L

' Eusopem L o emmtlc ALt Acites Lo are usualy organizations as opposed to indviduals. This is problematic in terms of consent, not least a Gieet contrl
uK 8 purposes by an AL Furthermore the 3 vt
by ten Even e

o Tothisend

9 sprioger a simple software engineering one (Charisi et al. 2017). Developers of these systems should be aware of el oty development e’
While discussion on Al ethics among the academia has been active i the recent years, various public e o duck
Voices have also expressed concern over AI/AS following recent real-world incidents (e.g. in relation to ek em
unfair systems (Flores, Bechtel & Lowenkamp 2016)). Depends

Alethics,there research
s wm Few empirical d the sate of pr 1 Alcomputations) technology that e challenged. ould destro consane conidence) by the
The at they have not by v
chnneneu Addionaly i a past sty w hve presnte prelminany resuts suwﬂ'\lnl m tion o chiclogy
X e ey
iy "'
studies on the topic
Thi s the author'sversion of the work
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Practical turn

* Practical turn halt an prinzipienbasiertem Zugang fest

° Rahmenwerke sind ,lediglich® detailliertere, feingliedrigere Ethik -
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Beispiel: Privatheit

L. Proactive not Reactive; Preventative not Reactive Proactive not reactive speaks
to the accountability concept of having all the privacy policies as well as
mechanisms in place so trained practitioners can observe and resolve privacy
issues before they turn into problems.

2. Privacy as the Default Accountability requires clear organizational rules with an
explicit commitment to the policies that are the basis for those rules. Those rules
will make clear that information should only be collected and used in a manner

3— PROTECTION OF PRIVACY AND INTIMACY PRl NClPLE that 1s respectful of individual expectations and a safe information environment.

3. Privacy Embedded into Design Accountable business processes work best when
privacy is embedded mto design. This would be part of the mechanisms to
implement policies.

4. Full Functionality—Positive Sum, Not Zero-Sum Organizations that under-
stand privacy and bake privacy in have a better comprehension of the risks to

Privacy and intimacy must be protected from AlS intrusion and data acquisition and archiving

+
systems (DAAS). both the organization and to individuals. Organizations that build privacy in
know how to create economic value while protecting individual privacy. The
source: Montréal Declaration for Responsible Development of Artificial Intelligence Centre purports that clear privacy rules and methodologies create confident

organizations that do not suffer from reticence risk.
5. End-to-End Lifecycle Protection End-to-end lifecycle protection informs the
accountable organization that it must build privacy into every process from the
e D T et - " T assessment before data is collected to the oversight when data is retired.
Prolommproremnts med modeutn | Inior e e e o 6. Visibility and Transparency Principle six requires an organization to be open
and honest with individuals. The accountable organization stands ready to

are defined and use of  requirements for obtained to train and

i e
—— o] Jon-maleficence  (Cavoukian etal. 2010) | demonstrate that it is open about what it practices, stands behind its assertions,
o outline 7 founda- e e and is answerable when questions arise. The accountable organization provides
PRy B . . Lo ot bt . . o . . .
“;5:‘:25:";;;30 . tional principles for [y the information necessary for individuals to participate consistent with the
R Privacy by Design: "Ir,i":fcn OECD individual participation principle. This is echoed in the Privacy by
o heton miaion S S
4 P encionat- ot souedecp g dae beevsiobe ot yem im0 U reemon ad i Design visibility and‘ transparency principle. o
e vermonte s i donies. S wleprnt 7. Respect for User Privacy Lastly, the accountable organization must collect, use,
5 Ead o licyce Gov oo o atao: fdanceonwhereOpemess . 2 h . .
Jion b fioig i e ine prumen il i store, share and retire information in a manner that is consistent with respect for
S s 1“;:::"'_‘;;;":” ~Accountability the individnal’e nrivacwy
e e . . .
- e source: Cavoukian et al. (2010) Privacy by Design:
Autonomy essential for organizationalaccountability and strong
Justice . .
business practices

Explicability

source: Morley et al. (2020) From What to How. An
Overview of Al Ethics Tools, Methods and Research to
Translate Principles into Practices
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The moral behavior of ethics
professors: Relationships among
self-reported behavior, expressed
normative attitude, and directly

= praCtlcal tu rm h él lt an observed behavior
De 0 n t 0 10 g ie fe S t Eric Schwitzgebel and Joshua Rust

Do philosophy professors specializing in ethics behave, on average, any morally better
than do other professors? If not, do they at least behave more consistently with their
expressed values? These questions have never been systematically stu
the sclf-reporied maral attitudes and moral behavior of 198 cihics professors, 208 non
exhicist philosophers, and 167 p
moral issues: academic society |

jed. We exantine

cgetarianism, organ and blood

: i e 15
" blofBe Kenntnis von

ethischen Themen hat —
keinen signifikanten Einfluss S Deslopmen?

Andrew McNamara Justin Smith Emerson Murphy-Hill
North Carolina State University North Carolina State University North Carolina State University
Raleigh, North Carolina, USA Raleigh, North Carolina, USA Raleigh, North Carolina, USA

auf Entscheidungsfindung -

The Behavior of Ethicists

ERIC SCHWITZGEBEL AND JOSHUA RUST

on Making in

e it cample i the Uer v Woym dispue (2] i

end oo e e Sty oo, e cones e Wopes o wrk
vecent tics sandal i the s, Onganizations, ke the ACM, [0 competig company with s slf-drivingco busines, Ubee
When

o fact he former employee, Waym sued Uber. Even though the code was
code of ethics and made updates for the firs time since 1992, T 0ot apparently used for Uber's competitve advantage, the two.
how the AC!

15.1 Introduction

Jted “Dicsclgate scandal 21], where soft-
e et 1 el eneses e inone of o modes. I ane ode. th cr operted under normal. L e of the nims o stdying ethics s moeal et improverent. In snclent phksopby:
he A thestudentof ethics - for example,
[ ] b . et frEators I the other ple (lourthcentury BCE/1962), Confuctus (ih-century BCE/2003), and Epicetus
er KlI- ik-Diskurs beachte S e ST Sl s e e e T
Pt rogement ot : elr ethical reflectio : toward ,[hm.“ I
cy did ot bring thse concerns o suthorities [19]. Consequently. i
CCS CONCEPTS ol plausibly remains among the goals of a significant portion of
T o 3 people sl crty et o nal ethicists to the extent they use their philosophical training in ethies to help

exd e to charity or whether it Is

.
- Social and professional topics — Codes of ethics;
» P csul of the excessemitted polltion inthe US slone 3] 2, for example, o wi they have a duty to do
KEYWORDS. “As carly as 1913, organizations have publshed codes of ethics

o guide people facing such ethical situations 3] In 1972 the Asso- tmcat. with the thought of acting upon their conclusions.
ACM code of ethics, software engineering s ntions 2} T e
cition for reatment: Is

ACM Reference Format: 1o apply t In 201
amars. i S 201t Do oply e ticed by .m.l..-\um..,l ethicists In fact morally improvis

Uberlegungen zu bounded T R G o S T e o

‘y(zifc':ézu;n MmmL"vl—ﬂ 2018, Lake Buena SA ACH,New . br. notorious for his endorsement of » luga 1993;
. . - . . A e e oo s - hile the clsts are sometimes made
th 1 INTRODUCTION ‘basis for ethical decision making” [1] to our knowledge the effec- Posner 1999; Knabe and le\u
ethicality nicht ausreichen e

We derved thes decisionsrom e i dlemmas e by
b the ACM code of et
g ot ot i ot o

Hu

ﬁndlm_l\ this: On ethicists’ behavior Is indisth
avior of comparison groups of professors in other flelds. Also, in
able study. we find ethicists neither more nor less likely than other professors

ith their expres | attitudes.

<ecurty bu
people, to organizations, and to ou planet Consider two recent
mpls.

e KoL code of G T pramany comtebaton of 1 popr
pr

decisions

fee. Reguest permissions from | sonsibacm rg. 2 RELATED WORK
o ey e Reserhers hae posubied that many ol ca e
ST i

al Philosophy.
& Sons. Ld. Publishy

dition. Edted by Justi and Wesley Buckwalter.

)16 by b Wky & Sons. 1
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Moralpsychologie in Organisationen

Was sind Antezedens fur ( un)ethisches Verhalten?

Merkmale der organisationalen Umwelt
Moralische Problemstellungen

Individuelle Eigenschaften
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Moralpsychologie in Organisationen

Was sind Antezedens fur ( un)ethisches Verhalten?

Merkmale der organisationalen Umwelt
Moralische Problemstellungen
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* Deontologie
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technomoralische Tugenden
(Vallor 2016)
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KI-spezifische Tugenden

Wie konnen Kl -spezifische Tugenden abgeleitet werden?

® Nutzung von Meta-Analysen iiber Richtlinien zur KI-Ethik

“ Prinzipien mit Tugenden korrelieren

Al virtues

The missing link in putting Al ethics into practice

Dr. Thilo Hagendorff

gendorff@uni-tuebingen.de
University of Tuebingen

Cluster of Excellence “Machine Learning: New Perspe

International Center for Ethics in the Sciences a

ives for Science”
d Humanities

Abstract - Several seminal ethics initiatives have stipulated sets of principles and standards for good
technology development in the Al sector. However, widespread criticism has pointed out a lack of practical
‘realization of these principles. Following that, Al ethics underwent a practical turn, but without deviating
from the principled h and the many shor ith it. This paper proposes a different
approach. It defines four basic Al virtues, namely justice, honesty, responsibility and care, all of which
‘represent specific motivational settings that constitute the very precondition for ethical decision making in
the Al field. Mareover, it defines two second-order Al virtues, prudence and fortitude, that bolster achieving
the basic virtues by helping with overcoming bounded ethicality or the many hidden psychological forces
that impair ethical decision making and thatare hitherto disregarded in Al ethics. Lastly, the paper describes
‘measures for successfully cultivating the mentioned virtues in organizations dealing with Al research and
development.

Keywords - Al virtues; Al ethics; business ethics; moral psychology; bounded ethicality; implementation;
‘machine learning artificial intelligence

1 Introduction

Current Al ethics initiatives, especially when adopted in scientific institutes or companies, embrace a
principle-based, approach () 019). However, inciples alone does not
suffice, they also must be convincingly put into practice. Most Al ethics guidelines do shy away from coming
up with methods to accomplish this (Hagendorff 2020c). Nevertheless, recently more and more research
‘papers appeared that describe steps on how to come “from what to how” (Morley et al. 2020; Vakkuri et al.
2019a; Eitel-Porter 2020; Theodorou and Dignum 2020). However, Al ethics still fails in certain regards. The
reasons for that are manifold and reach from economical or legal to various other socio-cultural constraints.
Econamic imperatives in particular can overwrite ethical concerns and intentions. This is why both in
academia and public debates, many authars state that Al ethics has not permeated the Al industry, quite the

1

Prinzips X ¥ Zentspricht?

Welche Tugend A B Cschligt sich in einem Verhalten
nieder,das mit hoher Wahrscheinlichkeit zu einem
Resultat fihrt, welches den Erfordernissen des
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Abstract

Current advances in research, and of artificial

(AI) systems have yielded a far-reaching discourse on Al ethics. In consequence, a
number of ethics guidelines have been released in recent years. These guidelines
comprise normative principles and recommendations aimed to hamess the “disrup-
tive” potentials of new Al technologies. Designed as a semi-systematic evaluation,
this paper analyzes and compares 22 guidelines, highlighting overlaps but also omis-
sions. As a result, I give a detailed overview of the field of Al ethics. Finally, I also
examine to what extent the respective ethical principles and values are implemented
in the practice of research, and of Al sys d how
the effectiveness in the demands of Al ethics can be improved.

Keywords Artificial intelligence - Machine learning - Ethics - Guidelines -
Implementation

1 Introduction

The current Al boom is accompanied by constant calls for applied ethics, which are
meant to hamess the “disruptive” potentials of new Al technologics. As a result, a
whole body of ethical guidelines has been developed in recent years collecting prin-
ciples, which technology developers should adhere to as far as possible. However,
the critical question arises: Do those ethical guidelines have an actual impact on
human decision-making in the field of AI and machine learning? The short answer
is: No, most often not. This paper analyzes 22 of the major Al ethics guidelines and
issues recommendations on how to overcome the relative ineffectiveness of these
guidelines.

Al ethics—or ethics in general—lacks mechanisms to reinforce its own nor-
mative claims. Of course, the enforcement of ethical principles may involve

[ Thilo Hagendorff
thilo hagendorfT@ uni-tuebingen de

Cluster of Excellence “Machine Learning: New Perspectives for Science”, University
of Tuebingen, Tiibingen, Germany

£ Springer

BERKMAN

KLEIN CENTER
FOR INTERNET & SOCIETY
AT HARVARD UNIVERSITY

Research Publication No. 2020-1
January 15, 2020

Principled Artificial Intelligence:
Mapping Consensus in Ethical and Rights-based Approaches to Principles for Al

Jessica Fjeld
Nele Achten
Hannah Hilligoss
Adam Christopher Nagy
Madhulika Srikumar

This paper can be downloaded without charge at:

The Berkman Klein Center for Internet & Society Research Publication Series:
https://cyber.harvard.edu/publication/2020/principled-ai

The Social Science Research Network Electronic Paper Collection:
https://ssm.com/abstract=3518482

23 Everett Street + Second Floar « Cambridge, Massachusetts 02138
+1617.495.7547 + +1 617.485.7641 (fax) « http;//cyber.law harvard.edu/ +
cyber@law harvard edu

nature,

machine intelligence

PERSPECTIVE

hitps://doi.ore/10.1038/542256-019-0088-2

The global landscape of Al ethics guidelines

Anna Jobin, Marcel

lenca and Effy Vayena*

In the past five years, private compal
guidelines for ethical artificial

nies, research instituti
intelligence (AI) However, despite an apparent

on: lndn!lbi:u:\lrllgulmmlhlvlnmlllﬂ iples and
agreement that Al should

be ‘sthical’, there

s debate about both what ..umpmmm
hout hath v pped and analysed
cal principles it and privacy), i
ml-m-hd why they i issue, i
and how they ing gui with

alysi ...a,‘“,,m i

AD), y

computer systems able to perform tasks normally requir-

ing human intelligence, is widely heralded as an ongo-
ing “revolution” transforming science and society altogether”.

ipproaches to Al such as machine learning, decp learning
and artificial neural networks are reshaping data processing and
analysis’, autonomous and semi-autonomous systems are being
increasingly used in 2 variety of sectors including healthare
transportation and the production chain’. In light of its power-
ful i

Reports and guidance documents for ethical Al are instances
of what s termed non-legislative policy instruments or soft law*

Unlike so-called hard law—that is, legally binding regulations
passed by the legislatures to define permitted or prohibited con-
duct—ethics. guidelines are not legally binding but persuasive in
nature. Such documents are aimed at assisting with—and have
been observed to have significant practical influence on—decision-
making in certain fields, comparable to that of legislative norms’

Indeed. the intense efforts of such a diverse sct of stakeholders in

etal domains, AI has sparked ample debate about the principles
and values that should guide its development and
that AI might jeopardize jobs for human workers', be misused
by malevolent actors’, elude accountability or inadvertently dis-
seminate bias and thereby undermine fairness” have been at the
forefront of the recent scientific literature and media coverage.
Several studies have discussed the tapic of ethical A", nota
bly in meta-assessments'* or in relation to systemic risks'
and unintended negative consequences such as algorithmic bias
or diserimination

National and international organizations have responded to
these concerns by developing ad hoc expert committees on AL
often mandated to draftpolicy documents. These committees
include the High-Level Expert Group on Atificial Intelligence
appointed by the European Commission, the expert group on Al
in Society of the Organisation for Economic Co-operation and
Development (OECD), the Advisory Council on the Ethical Use
of Astificial Intelligence and Data in Singapore, and the Select
Committee on Artificial Intelligence of the UK House of Lords.
As part of their institutional appointments, these committees have
produced or are reportedly producing reports and guidance docu-
ments on AL Similar efforts are taking place in the private sector
especially among corporations who rely on Al for their business. In
2018 sone,companies such s Google and SAP pubiichyseleaed Al

A

S reem e oy profossons] sscciaions nd nen.proft organt
zations such as the Association of Computing Machinery (ACM),
Access Now and Amnesty International. This proliferation of soft-
Law efforts

issuing AT policies because they dem-
enstrate not nly the need for ethical guidance, but also the strong
imterest of these stakeholders to shape the ethics of Al in ways that
meet their respective priorities . Specifically; the private sector's
involvement in the Al ethics arena has been called into question
for potentially using such high-level soft policy as a portmanteau
to cither render a social problem technical “ or to eschew regula-
tion altogether”. Beyond the composition of the groups that have
produced ethical guidance on AL the content of this guidance itself
is of interest. Are these various groups converging on what ethi-
cal Al should be, and the ethical principles that will determine the
development of AI? If they diverge, what are their differences and
can these differences be reconciled?

Our Perspective maps the global landscape of existing ethics
guidelines for AT and analyses whether a global convergence is
emerging regarding both the principles for cthical Al and the
suggestions regarding its realization. This analysis will inform
scientists, research institutions, funding agencics, governmental
and intergovernmental organizations, and other relevant stake-
holders involved in the advancement of ethically responsible
innovation in AL

Methods
We conducted a scoping review of the existing corpus of documents

guidelines for ethical Al with academic and legal sources excluded.
A scoping review is 2 method aimed at synthesizing and mapping
the existing literature” that is considered particularly suitable for

absence

research into Al whose rescarch output and market size have dras-
tically increased” in recent years.

complex or of research™ . Given the
of a unified database for Al-specific cthics guidelines. we developed
a protocol for discovery and cligibility, adapted from the Preferred

Health Ethics and Policy Lab, Dep: and Technology, ETH Zurich, Zurich, Switzerland. “e-mail: f
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Studie 1

Hagendorff, Thilo (2020): The Ethics of
Al Ethics. An Evaluation of Guidelines. In
Minds and Machines 30 (3), pp.457-461.
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Studie 1

privacy protection 17
accountability 17
fairness, non-discrimination, justice 17
transparency, openness 15
safety, cybersecurity 15
common good, sustainability, well-being 15
human oversight, control, auditing 12
explainability, interpretabiliy 10
solidarity, inclusion, social cohesion 10
science-policy link 10

legislative framework, legal status of Al systems
responsible/intensified research funding

public awareness, education about Al and its risks

future of employment

dual-use problem, military, Al arms race

field-specific deliberations (health, military, mobility etc.)
human autonomy

diversity in the field of Al

certification for Al products

cultural differences in the ethically aligned design of Al systems

N N & O N N N 00 0 oo o

protection of whistleblowers

hidden costs (labeling, clickwork, contend moderation, energy, resources)
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Studie 2

Fjeld, Jessica; Achten, Nele;
Hilligoss, Hannah; Nagy, Adam;
Srikumar, Madhulika (2020):
Principled Artificial Intelligence.
Mapping Consensus in Ethical and
Rights-Based Approaches to
Principles for Al Berkman Klein
Center Research Publication No.
2020-1. In SSRN Journal, pp. 1-39.

Thi Eses f Gad

Human Rights
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‘protessional Responsiaijy,
uman Control of Technojgg,
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Studie 2

CM’EGOR\ES OF Al PRING IPLf
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promotion of Human Valyes

professional ResPOnSfbiﬁty

puman Conirol of TeCh”Ol'Ogy

Fa\rness and Non-discrjm;na tion
ransPareney and EXD'aj”abiliU'
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Privacy
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Studie 3

JObI n, An na; Ienca ’ Marce HO , Va ye na, Effy Table 3 | Ethical principles identified in existing Al guidelines
(2 0 1 9 ): Th (] glO b al la n d S Cap co0 f AI c th iC S Ethical principle Numberof  Included codes

. . . documents
gu ld S hn CS. In Na tu re Ma Ch Ine Transparency 73/84 Transparency, explainability,

Inte llige nce 1 (9), pp.389-399. explicability, understandability,

interpretability, communication,
disclosure, showing

Justice and fairness 68/84 Justice, fairness, consistency,
inclusion, equality, equity, (non-)
bias, (non-)discrimination, diversity,
plurality, accessibility, reversibility,
remedy, redress, challenge, access
and distribution

Non-maleficence 60/84 Non-maleficence, security, safety,
harm, protection, precaution,
prevention, integrity (bodily or
mental), non-subversion

Responsibility 60/84 Responsibility, accountability,
liability, acting with integrity

Privacy 47/84 Privacy, personal or private
information

Beneficence 41/84 Benefits, beneficence, well-being,
peace, social good, common good

Freedom and 34/84 Freedom, autonomy, consent,

autonomy choice, self-determination, liberty,
empowerment

Trust 28/84 Trust

Sustainability 14/84 Sustainability, environment
(nature), energy, resources (energy)

Dignity 13/84 Dignity

Solidarity 6/84 Solidarity, social security, cohesion
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Tugenden

1t

st P p— basic Al virtues

Numberof  Included codes
documents

73/84 Transparency, explainability,
explicabiity, understandability,
intespretability, communication,

=I=1=T=T=T=7= disclasure, showing

il el i Sl Tl e Wl Justice and faimess  68/84 Justice, faimess, consistency,
= ., justice
bias, (non-)discrimination, diversity,
plurality, accessibility, reversibility,

00
T
il

Hagendorff 2020c e
Non-maleficence 60/84 MNon-maleficence, security, safety,
Jobin et al. 2019 : honesty
F]Eld et a]. 2020 fesparbtty e \nbi\iry.‘::ltl:: with |m
Privacy ayma Privacy, persanal or private
information

Beneficence 4784 Benefits, beneficence, well-being,
peace, social good, common good

o W e —— responsibility

empowerment
Trust 28/84 Trust
Sustainability 14784 Sustainability, environment
(nature), energy, resources (energy)
Dignity 13/84 Digrity

== Salidarity 6/88 Solidarity, social security, cohesion C a r e
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Basale KI-Tugenden

Prinzipien Entsprechende
Tugenden
Algorithmische Fairness, Nichtdiskriminierung , ] ]
Abschwéchungvon Biases,Inklusion, Gleichheit Gerechtigkeit
diversity/Vielfalt (justice)

Organisationale Transparenz Offenheit,
Erkildrbarkeit, Interpretierbarkeit, open source,
Anerkennungvon Fehlernund Irrtiimern

Ehrlichkeit (honesty)

Verantwortung, Verbindlichkeit, Haftbarkeit,
Replizierbarkiet, Legalitat, Genauigketrt,
Berticksichtigung (langfristiger) technologischer
Konsequenzen

Verantwortung
(responsibility)

Unbedenklichkeit Schaden Sicherheit
Privatheit, Schutz,VVorsorge versteckteKosten
Wohlergehen Nachhaltigkeit, Frieden,
Gemeinwohl, Solidaritat, soziale Kohasion,
Freiheit Autonomie, Einwilligung

Sorge (care)
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Kritische Fragen

®= Warum ist dieser Zugang besser als die alten?

“ Ist dieser nicht noch viel abstrakter und weniger praxisbezogen?

"  Wo sind die technischen Details?
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War es das?
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War es das?

* Trotz existierender basaler Kl -
Tugenden ist ethisches Entscheiden in

(Un)Ethical Behavior in

Organizations

Behavioral Ethics in Organizations: ki A. den Nicuwenboer,*

Linda Klebe Tre
A Review an

der Praxis mit vielen Einschrankungen
konfrontiert

CONCEPTUAL RESEARCH

« ,bounded ethicality “ des Individuums

Ethical Fading: The Role of Self-Deception
Behavioral Ethics and Teaching Ethical in Unethical Behavior
Decision Making* Ann E. Tenbrunsel'* and David M. Messick®

e D

ight

kognitive Fehler, Biases

sozialer oder organisationaler
Druck

situative Krifte

etc.

,
. o supra- ———
in é 112;113:;16 individuelle
Faktoren
.
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g ™ (" M

system 1 trifles of everyday routines, such as reacting
thinking to a colleague’s critique on one‘s model
implicit bias assessing a woman's applicationin ML
in-group A caring for working conditions of
favoritism | = clickworkers
individual N A
factors ( V= )
self-serving i attributing shortcomings in ML applications
bias 2 unjustifiably to others
value-action holding Al safety issues in high esteem while
gaps accepting rushed development
( 1 justifying unnecessary user data collection )
moral b > " )
. y pointing at other company's data
disengagement : :
\ R collection practices )

privatheityg
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4 ) e ™

business opportunity leads to a rush to
situational forces the market, although the product is not
yet tested enough

supra-individual
factors

peers have knowledge on security

peer influences vulnerabilities, but do not report it

-~

EXAMPLES

§
manager instructs team to be dishonest
authorities to customers about a product's
performance

* Bundesministerium privatheit)g
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individual
factors

basic Al virtues

justice

honesty

responsibility

care

system 1
thinking

implicit bias

in-group
favoritism

self-serving
bias

value-action
gaps

moral
disengagement

situational forces

supra-individual

peer influences

authorities
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system 1
thinking

implicit bias
situational forces

in-group
favoritism

individual
factors

supra-individual .
nfl

factors peer influences

self-serving

bias

i authorities
value-action

gaps

moral
disengagement

basic Al virtues

. second-order Al
justice )
virtues

honesty prudence

responsibility fortitude

care
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KI-Tugenden zweiter Ordnung

bounded ecthicality Tugenden

system 1 thinking, implizite VoreingenommenheitBias, in-
group-Favorisierung seltserving bias, valueaction gaps,
moralische Distanzierung, usw. Prudence

Situative Krafte, PeerBeeinflussung Autoritdten, usw. Eortitude
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KI-Tugenden

Basale Kl -Tugenden KI -Tug(e)r:((jjr?lrjwnzweiter Tugenden kultivieren
justice
honesty prudence ~
responsibility fortitude '
care
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Ethik-Training

* Kl-Tugenden in einem spezifischen
organisationalen Kontext etablieren und

kultivieren
" Tugenden konnen trainiert und gefordert
werden
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MalBBnahmen

Individuelle Ebene

* Wissen iiber KI-Tugenden

« Handlungsstrategien

* Locus of control

» o0ffentliche Bekenntnis

* Audits und Diskussionsrunden

Systemische Ebene

* Fiihrungskrafte
» Ethische Organisationskultur
 Frauenquote

» Stress und Druck reduzieren
 Offenheit fur Kritik
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Kritische Stimmen

6 Reasons Why Al Ethics in

* Forderungen Corporations is All Talk and No
nach praktischer Action
Umsetzung von Q@ = i
KI-Eth ik

" Wie kann dies
erreicht werden?

source: https://becominghuman.ai/6-reasons-why-ai-ethics-in-corporations-is-all-talk-and-no-action-
41126af42668
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Mein Vorschlag

®  Prinzipienlisten Uberwinden

Moralpsychologie beriicksichtigen

Basale KI-Tugenden
_|_
KI-Tugenden zweiter
Ordnung
_|_

Ethik-Traming




Dankel

Dr. Thilo Hagendorff

thilo.hagendorff@uni -tuebingen.de
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